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ABSTRACT
Graph similarity search is among the most important graph-based
applications, e.g. finding the chemical compounds that are most
similar to a query compound. Graph similarity/distance computa-
tion, such as Graph Edit Distance (GED) and Maximum Common
Subgraph (MCS), is the core operation of graph similarity search
and many other applications, but very costly to compute in practice.
Inspired by the recent success of neural network approaches to
several graph applications, such as node or graph classification,
we propose a novel neural network based approach to address
this classic yet challenging graph problem, aiming to alleviate the
computational burden while preserving a good performance.

The proposed approach, called SimGNN, combines two strategies.
First, we design a learnable embedding function that maps every
graph into an embedding vector, which provides a global summary
of a graph. A novel attention mechanism is proposed to emphasize
the important nodes with respect to a specific similarity metric.
Second, we design a pairwise node comparison method to sup-
plement the graph-level embeddings with fine-grained node-level
information. Our model achieves better generalization on unseen
graphs, and in the worst case runs in quadratic time with respect to
the number of nodes in two graphs. Taking GED computation as an
example, experimental results on three real graph datasets demon-
strate the effectiveness and efficiency of our approach. Specifically,
our model achieves smaller error rate and great time reduction com-
pared against a series of baselines, including several approximation
algorithms on GED computation, and many existing graph neural
network based models. Our study suggests SimGNN provides a new
direction for future research on graph similarity computation and
graph similarity search1.

1The code is publicly available at https://github.com/yunshengb/SimGNN.
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1 INTRODUCTION
Graphs are ubiquitous nowadays and have a wide range of appli-
cations in bioinformatics, chemistry, recommender systems, social
network study, program static analysis, etc. Among these, one of the
fundamental problems is to retrieve a set of similar graphs from a
database given a user query. Different graph similarity/distancemet-
rics are defined, such as Graph Edit Distance (GED) [3], Maximum
Common Subgraph (MCS) [5], etc. However, the core operation,
namely computing the GED or MCS between two graphs, is known
to be NP-complete [5, 48]. For GED, even the state-of-the-art algo-
rithms cannot reliably compute the exact GED within reasonable
time between graphs with more than 16 nodes [1].

Given the huge importance yet great difficulty of computing the
exact graph distances, there have been two broad categories of meth-
ods to address the problem of graph similarity search. The first cate-
gory of remedies is the pruning-verification framework [26, 48, 49],
under which the total amount of exact graph similarity computa-
tions for a query can be reduced to a tractable degree, via a series of
database indexing techniques and pruning strategies. However, the
fundamental problem of the exponential time complexity of exact
graph similarity computation [28] remains. The second category
tries to reduce the cost of graph similarity computation directly.
Instead of calculating the exact similarity metric, these methods
find approximate values in a fast and heuristic way [2, 6, 9, 28, 35].
However, these methods usually require rather complicated design
and implementation based on discrete optimization or combina-
torial search. The time complexity is usually still polynomial or
even sub-exponential in the number of nodes in the graphs, such
as A*-Beamsearch (Beam) [28], Hungarian [35], VJ [9], etc.

In this paper, we propose a novel approach to speed-up the graph
similarity computation, with the same purpose as the second cate-
gory of methods mentioned previously. However, instead of directly
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Figure 1: Illustration of similarity-preserving graph embed-
ding. Each graph is mapped into an embedding vector (de-
noted as a dot in the plot), which preserves their similarity
between each other in terms of a specific graph similarity
metric. The green “+” sign denotes the embedding of an ex-
ample query graph. Colors of dots indicate how similar a
graph is to the query based on the ground truth (from red to
blue, meaning from the most similar to the least similar).

computing the approximate similarities using combinatorial search,
our solution turns it into a learning problem. More specifically, we
design a neural network-based function that maps a pair of graphs
into a similarity score. At the training stage, the parameters in-
volved in this function will be learned by minimizing the difference
between the predicted similarity scores and the ground truth, where
each training data point is a pair of graphs together with their true
similarity score. At the test stage, by feeding the learned function
with any pair of graphs, we can obtain a predicted similarity score.
We name such approach as SimGNN, i.e., Similarity Computation
via Graph Neural Networks.

SimGNN enjoys the key advantage of efficiency due to the nature
of neural network computation. As for effectiveness, however, we
need to carefully design the neural network architecture to satisfy
the following three properties:

(1) Representation-invariant. The same graph can be repre-
sented by different adjacency matrices by permuting the
order of nodes. The computed similarity score should be
invariant to such changes.

(2) Inductive. The similarity computation should generalize to
unseen graphs, i.e. compute the similarity score for graphs
outside the training graph pairs.

(3) Learnable. The model should be adaptive to any similarity
metric, by adjusting its parameters through training.

To achieve these goals, we propose the following two strategies.
First, we design a learnable embedding function that maps every
graph into an embedding vector, which provides a global summary
of a graph through aggregating node-level embeddings. We pro-
pose a novel attention mechanism to select the important nodes
out of an entire graph with respect to a specific similarity metric.
This graph-level embedding can already largely preserve the simi-
larity between graphs. For example, as illustrated in Fig. 1, Graph
A is very similar to Graph Q according to the ground truth sim-
ilarity, which is reflected by the embedding as its embedding is
close to Q in the embedding space. Also, such embedding-based

similarity computation is very fast. Second, we design a pairwise
node comparison method to supplement the graph-level embed-
dings with fine-grained node-level information. As one fixed-length
embedding per graph may be too coarse, we further compute the
pairwise similarity scores between nodes from the two graphs, from
which the histogram features are extracted and combined with the
graph-level information to boost the performance of our model.
This results in the quadratic amount of operations in terms of graph
size, which, however, is still among the most efficient methods for
graph similarity computation.

We conduct our experiments on GED computation, which is one
of the most popular graph similarity/distance metrics. To demon-
strate the effectiveness and efficiency of our approach, we con-
duct experiments on three real graph datasets. Compared with the
baselines, which include several approximate GED computation
algorithms, and many graph neural network based methods, our
model achieves smaller error and great time reduction. It is worth
mentioning that, our Strategy 1 already demonstrates superb per-
formances compared with existing solutions. When running time
is a major concern, we can drop the more time-consuming Strategy
2 for trade-off.

Our contributions can be summarized as follows:
• We address the challenging while classic problem of graph
similarity computation by considering it as a learning prob-
lem, and propose a neural network based approach, called
SimGNN, as the solution.

• Two novel strategies are proposed. First, we propose an effi-
cient and effective attention mechanism to select the most
relevant parts of a graph to generate a graph-level embed-
ding, which preserves the similarity between graphs. Sec-
ond, we propose a pairwise node comparison method to
supplement the graph-level embeddings for more effective
modeling of the similarity between two graphs.

• We conduct extensive experiments on a very popular graph
similarity/distance metric, GED, based on three real network
datasets to demonstrate the effectiveness and efficiency of
the proposed approach.

The rest of this paper is organized as follows. We introduce
the preliminaries of our work in Section 2, describe our model in
Section 3, present experimental results in Section 4, discuss related
work in Section 5, and point out future directions in Section 6. A
conclusion is provided in Section 7.

2 PRELIMINARIES
2.1 Graph Edit Distance (GED)
In order to demonstrate the effectiveness and efficiency of SimGNN,
we choose one of the most popular graph similarity/distance metric,
Graph Edit Distance (GED), as a case study. GED has been widely
used in many applications, such as graph similarity search [26,
44, 48, 49, 51], graph classification [34, 35], handwriting recogni-
tion [10], image indexing [45], etc.

Formally, the edit distance between G1 and G2, denoted by
GED(G1,G2), is the number of edit operations in the optimal align-
ments that transform G1 into G2, where an edit operation on a
graph G is an insertion or deletion of a vertex/edge or relabelling



Figure 2: The GED between the graph to the left and the
graph to the right is 3, as the transformation needs 3 edit
operations: (1) an edge deletion, (2) an edge insertion, and
(3) a node relabeling.

of a vertex 2. Intuitively, if two graphs are identical (isomorphic),
their GED is 0. Fig. 2 shows an example of GED between two simple
graphs.

Once the distance between two graphs is calculated, we trans-
form it to a similarity score ranging between 0 and 1. More details
about the transformation function can be found in Section 4.2.

2.2 Graph Convolutional Networks (GCN)
Both strategies in SimGNN require node embedding computation.
In Strategy 1, to compute graph-level embedding, it aggregates
node-level embeddings using attention; and in Strategy 2, pairwise
node comparison for two graphs is computed based on node-level
embeddings as well.

Among many existing node embedding algorithms, we choose
to use Graph Convolutional Networks (GCN) [22], as it is graph
representation-invariant, as long as the initialization is carefully
designed. It is also inductive, since for any unseen graph, we can
always compute the node embedding following the GCN operation.
GCN now is among the most popular models for node embeddings,
and belong to the family of neighbor aggregation based methods. Its
core operation, graph convolution, operates on the representation
of a node, which is denoted as un ∈ RD , and is defined as follows:

conv(un ) = f1(
∑

m∈N(n)

1
√
dndm

umW
(l )
1 + b

(l )
1 ) (1)

where N(n) is the set of the first-order neighbors of node n plus
n itself, dn is the degree of node n plus 1,W (l )

1 ∈ RD
l×Dl+1

is the
weightmatrix associatedwith the l-th GCN layer,b(l )1 ∈ RD

l+1
is the

bias, and f1(·) is an activation function such as ReLU(x) = max(0,x).
Intuitively, the graph convolution operation aggregates the features
from the first-order neighbors of the node.

3 THE PROPOSED APPROACH: SIMGNN
Nowwe introduce our proposed approach SimGNN in detail, which
is an end-to-end neural network based approach that attempts to
learn a function to map a pair of graphs into a similarity score. An
overview of SimGNN is illustrated in Fig. 3. First, our model trans-
forms the node of each graph into a vector, encoding the features
and structural properties around each node. Then, two strategies
are proposed to model the similarity between the two graphs, one
based on the interaction between two graph-level embeddings, the
other based on comparing two sets of node-level embeddings. Fi-
nally, two strategies are combined together to feed into a fully

2Although other variants of GED exist [36], we adopt this basic version.

connected neural network to get the final similarity score. The rest
of the section details these two strategies.

3.1 Strategy One: Graph-Level Embedding
Interaction

This strategy is based on the assumption that a good graph-level
embedding can encode the structural and feature information of
a graph, and by interacting the two graph-level embeddings, the
similarity between two graphs can be predicted. It involves the fol-
lowing stages: (1) the node embedding stage, which transforms each
node of a graph into a vector, encoding its features and structural
properties; (2) the graph embedding stage, which produces one
embedding for each graph by attention-based aggregation of node
embeddings generated in the previous stage; (3) the graph-graph
interaction stage, which receives two graph-level embeddings and
returns the interaction scores representing the graph-graph simi-
larity; and (4) the final graph similarity score computation stage,
which further reduces the interaction scores into one final similar-
ity score. It will be compared against the ground-truth similarity
score to update parameters involved in the 4 stages.

3.1.1 Stage I: Node Embedding. Among the existing state-of-
the-art approaches, we adopt GCN, a neighbor aggregation based
method, because it learns an aggregation function (Eq. 1) that are
representation-invariant and can be applied to unseen nodes. In
Fig. 3, different colors represent different node types, and the orig-
inal node representations are one-hot encoded. Notice that the
one-hot encoding is based on node types (e.g., all the nodes with
carbon type share the same one-hot encoding vector), so even if the
node ids are permuted, the aggregation results would be the same.
For graphs with unlabeled nodes, we treat every node to have the
same label, resulting in the same constant number as the initialize
representation. After multiple layers of GCNs (e.g., 3 layers in our
experiment), the node embeddings are ready to be fed into the
Attention module (Att), which is described as follows.

3.1.2 Stage II: Graph Embedding: Global Context-Aware Atten-
tion. To generate one embedding per graph using a set of node
embeddings, one could perform an unweighted average of node
embeddings, or a weighted sum where a weight associated with a
node is determined by its degree. However, which nodes are more
important and should receive more weights is dependent on the
specific similarity metric. Thus, we propose the following attention
mechanism to let the model learn weights guided by the specific
similarity metric.

Denote the input node embeddings as U ∈ RN×D , where the
n-th row, un ∈ RD is the embedding of node n. First, a global
graph context c ∈ RD is computed, which is a simple average
of node embeddings followed by a nonlinear transformation: c =
tanh(( 1

N
∑N
n=1un )W2), whereW2 ∈ RD×D is a learnable weight

matrix. The context c provides the global structural and feature
information of the graph that is adaptive to the given similarity
metric, via learning the weight matrix. Based on c , we can compute
one attention weight for each node.

For node n, to make its attention an aware of the global context,
we take the inner product between c and its node embedding. The
intuition is that, nodes similar to the global context should receive
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Figure 3: An overview illustration of SimGNN. The blue arrows denote the data flow for Strategy 1, which is based on graph-
level embeddings. The red arrows denote the data flow for Strategy 2, which is based on pairwise node comparison.

higher attention weights. A sigmoid function σ (x) = 1
1+exp (−x ) is

applied to the result to ensure the attention weights is in the range
(0, 1). We do not normalize the weights into length 1, since it is
desirable to let the embedding norm reflect the graph size, which is
essential for the task of graph similarity computation. Finally, the
graph embedding h ∈ RD is the weighted sum of node embeddings,
h =

∑N
n=1 anun . The following equation summarizes the proposed

node attentive mechanism:

h =
N∑
n=1

f2(u
T
n c)un =

N∑
n=1

f2(u
T
n tanh((

1
N

N∑
m=1

um )W2))un (2)

where f2(·) is the sigmoid function σ (·).

3.1.3 Stage III: Graph-Graph Interaction: Neural Tensor Network.
Given the graph-level embeddings of two graphs produced by the
previous stage, a simple way to model their relation is to take
the inner product of the two, hi ∈ RD , hj ∈ RD . However, as
discussed in [38], such simple usage of data representations often
lead to insufficient or weak interaction between the two. Following
[38], we use Neural Tensor Networks (NTN) to model the relation
between two graph-level embeddings:

д(hi ,hj) = f3(h
T
i W

[1:K ]
3 hj +V

[ hi
hj

]
+ b3) (3)

whereW [1:K ]
3 ∈ RD×D×K is a weight tensor, [] denotes the concate-

nation operation, V ∈ RK×2D is a weight vector, b3 ∈ RK is a bias
vector, and f3(·) is an activation function. K is a hyperparameter
controlling the number of interaction (similarity) scores produced
by the model for each graph embedding pair.

3.1.4 Stage IV: Graph Similarity Score Computation. After ob-
taining a list of similarity scores, we apply a standard multi-layer
fully connected neural network to gradually reduce the dimension
of the similarity score vector. In the end, one score, ˆsi j ∈ R, is
predicted, and it is compared against the ground-truth similarity
score using the following mean squared error loss function:

L =
1
|D|

∑
(i, j)∈D

( ˆsi j − s(Gi ,Gj ))
2 (4)

where D is the set of training graph pairs, and s(Gi ,Gj ) is the
ground-truth similarity between Gi and Gj .

3.1.5 Limitations of Strategy One. As mentioned in Section 1,
the node-level information such as the node feature distribution and
graph size may be lost by the graph-level embedding. In many cases,
the differences between two graphs lie in small substructures and
are hard to be reflected by the graph level embedding. An analogy is
that, in Natural Language Processing, the performance of sentence
matching based on one embedding per sentence can be further
enhanced through using fine-grained word-level information [15,
17]. This leads to our second strategy.

3.2 Strategy Two: Pairwise Node Comparison
To overcome the limitations mentioned previously, we consider
bypassing the NTN module, and using the node-level embeddings
directly. As illustrated in the bottom data flow of Fig. 3, if Gi has
Ni nodes and Gj has Nj nodes, there would be NiNj pairwise in-
teraction scores, obtained by S = σ (UiU

T
j ), where Ui ∈ RNi×D

and Uj ∈ RNj×D are the node embeddings of Gi and Gj , respec-
tively. Since the node-level embeddings are not normalized, the
sigmoid function is applied to ensure the similarities scores are in
the range of (0, 1). For two graphs of different sizes, to emphasize
their size difference, we pad fake nodes to the smaller graph. As
shown in Fig. 3, two fake nodes with zero embedding are padded to
the bottom graph, resulting in two extra columns with zeros in S .

Denote N = max(N1,N2). The pairwise node similarity matrix
S ∈ RN×N is a useful source of information, since it encodes fine-
grained pairwise node similarity scores. One simple way to utilize S
is to vectorize it: vec(S) ∈ RN

2
, and feed it into the fully connected

layers. However, there is usually no natural ordering between graph
nodes. Different initial node ordering of the same graph would lead
to different S and vec(S).



Table 1: Statistics of datasets.

Dataset Graph Meaning #Graphs #Pairs
AIDS Chemical Compounds 700 490K
LINUX Program Dependency Graphs 1000 1M
IMDB Actor/Actress Ego-Networks 1500 2.25M

To ensure the model is invariant to the graph representations as
mentioned in Section 1, one could preprocess the graph by applying
some node ordering scheme [29], but we consider a much more
efficient and natural way to utilize S . We extract its histogram fea-
tures: hist(S) ∈ RB , where B is a hyperparameter that controls the
number of bins in the histogram. In the case of Fig. 3, seven bins are
used for the histogram. The histogram feature vector is normalized
and concatenated with the graph-level interaction scores д(hi ,hj),
and fed to the fully connected layers to obtain a final similarity
score for the graph pair.

It is important to note that the histogram features alone are not
enough to train the model, since the histogram is not a continuous
differential function and does not support backpropagation. In fact,
we rely on Strategy 1 as the primary strategy to update the model
weights, and use Strategy 2 to supplement the graph-level features,
which brings extra performance gain to our model.

To sum up, we combine the coarse global comparison informa-
tion captured by Strategy 1, and the fine-grained node-level com-
parison information captured by Strategy 2, to provide a thorough
view of the graph comparison to the model.

3.3 Time Complexity Analysis
Once SimGNN has been trained, it can be used to compute a similar-
ity score for any pair of graphs. The time complexity involves two
parts: (1) the node-level and global-level embedding computation
stages, which needs to be computed once for each graph; and (2) the
similarity score computation stage, which needs to be computed
for every pair of graphs.
Thenode-level and global-level embedding computation stages.
The time complexity associated with the generation of node-level
and graph-level embeddings is O(E) [22], where E is the number
of edges of the graph. Notice that the graph-level embeddings can
be pre-computed and stored, and in the setting of graph similarity
search, the unseen query graph only needs to be processed once to
obtain its graph-level embedding.
The similarity score computation stage. The time complexity
for Strategy 1 is O(D2K), where D is the dimension of the graph
level embedding, and K is the feature map dimension of the NTN.
The time complexity for our Strategy 2 is O(DN 2), where N is the
number of nodes in the larger graph. This can potentially be reduced
by node sampling to construct the similarity matrix S . Moreover,
the matrix multiplication S = σ (U1UT

2 ) can be greatly accelerated
with GPUs. Our experimental results in Section 4.6.2 verify that
there is no significant runtime increase when the second strategy
is used.

In conclusion, among the two strategies we have proposed: Strat-
egy 1 is the primary strategy, which is efficient but solely based
on coarse graph level embeddings; and Strategy 2 is auxiliary,
which includes fine-grained node-level information but is more
time-consuming. In the worst case, the model runs in quadratic

time with respect to the number of nodes, which is among the state-
of-the-art algorithms for approximate graph distance computation.

4 EXPERIMENTS
4.1 Datasets
Three real-world graph datasets are used for the experiments. A
concise summary and detailed visualizations can be found in Table 1
and Fig. 4, respectively.

AIDS. AIDS is a collection of antivirus screen chemical com-
pounds from the Developmental Therapeutics Program at NCI/NIH
7 3, and has been used in several existing works on graph similarity
search [26, 44, 48, 49, 51]. It contains 42,687 chemical compound
structures with Hydrogen atoms omitted. We select 700 graphs,
each of which has 10 or less than 10 nodes. Each node is labeled
with one of 29 types, as illustrated in Fig. 4a.

LINUX. The LINUX dataset was originally introduced in [44]. It
consists of 48,747 Program Dependence Graphs (PDG) generated
from the Linux kernel. Each graph represents a function, where
a node represents one statement and an edge represents the de-
pendency between the two statements. We randomly select 1000
graphs of equal or less than 10 nodes each. The nodes are unlabeled.

IMDB. The IMDB dataset [46] (named “IMDB-MULTI”) consists
of 1500 ego-networks of movie actors/actresses, where there is
an edge if the two people appear in the same movie. To test the
scalability and efficiency of our proposed approach, we use the full
dataset without any selection. The nodes are unlabeled.

4.2 Data Preprocessing
For each dataset, we randomly split 60%, 20%, and 20% of all the
graphs as training set, validation set, and testing set, respectively.
The evaluation reflects the real-world scenario of graph query: For
each graph in the testing set, we treat it as a query graph, and let the
model compute the similarity between the query graph and every
graph in the database. The database graphs are ranked according
to the computed similarities to the query.

Since graphs from AIDS and LINUX are relatively small, an
exponential-time exact GED computation algorithm named A* [36]
is used to compute the GEDs between all the graph pairs. For the
IMDB dataset, however, A* can no longer be used, as a recent survey
of exact GED computation [1] concludes, “no currently available
algorithm manages to reliably compute GED within reasonable
time between graphs with more than 16 nodes.”

To properly handle the IMDB dataset, we take the smallest dis-
tance computed by three well-known approximate algorithms,
Beam [28], Hungarian [23, 35], and VJ [9, 18]. The minimum is
taken instead of the average, because their returned GEDs are guar-
anteed to be greater than or equal to the true GEDs. Details on these
algorithms can be found in Section 4.3. Incidentally, the ICPR 2016
Graph Distance Contest 4 also adopts this approach to obtaining
ground-truth GEDs for large graphs.

To transform ground-truth GEDs into ground-truth similarity
scores to train our model, we first normalize the GEDs according to
[33]: nGED(G1,G2) =

GED(G1,G2)
( |G1 |+ |G2 |)/2 , where |Gi | denotes the number

3https://wiki.nci.nih.gov/display/NCIDTPdata/AIDS+Antiviral+Screen+Data
4https://gdc2016.greyc.fr/

https://wiki.nci.nih.gov/display/NCIDTPdata/AIDS+Antiviral+Screen+Data
https://gdc2016.greyc.fr/
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Figure 4: Some statistics of the datasets.
of nodes of Gi . We then adopt the exponential function λ(x) = e−x

to transform the normalized GED into a similarity score in the
range of (0, 1]. Notice that there is a one-to-one mapping between
the GED and the similarity score.

4.3 Baseline Methods
Our baselines include two types of approaches, fast approximate
GED computation algorithms and neural network based models.

The first category of baselines includes three classic algorithms
for GED computation. (1) A*-Beamsearch (Beam) [28]. It is a variant
of the A* algorithm in sub-exponential time. (2) Hungarian [23, 35]
and (3) VJ [9, 18] are two cubic-time algorithms based on the Hun-
garian Algorithm for bipartite graph matching, and the algorithm
of Volgenant and Jonker, respectively.

The second category of baselines includes sevenmodels of the fol-
lowing neural network architectures. (1) SimpleMean simply takes
the unweighted average of all the node embeddings of a graph
to generate its graph-level embedding. (2) HierarchicalMean and
(3) HierarchicalMax [7] are the original GCN architectures based
on graph coarsening, which use the global mean or max pooling
to generate a graph hierarchy. We use the implementation from
the Github repository of the first author of GCN 5. The next four
models apply the attention mechanism on nodes. (4) AttDegree uses
the natural log of the degree of a node as its attention weight, as
described in Section 3.1.2. (5) AttGlobalContext and (6) AttLearn-
ableGlobalContext (AttLearnableGC) both utilize the global graph
context to compute the attention weights, but the former does not
apply the nonlinear transformation with learnable weights on the
context, while the latter does. (7) SimGNN is our full model that
combines the best of Strategy 1 (AttLearnableGC) and Strategy 2
as described in Section 3.2.

4.4 Parameter Settings
For the model architecture, we set the number of GCN layers to
3, and use ReLU as the activation function. For the initial node
representations, we adopt the one-hot encoding scheme for AIDS
reflecting the node type, and the constant encoding scheme for
LINUX and IMDB, since their nodes are unlabeled, as mentioned
in Section 3.1.1. The output dimensions for the 1st, 2nd, and 3rd
layer of GCN are 64, 32, and 16, respectively. For the NTN layer, we

5https://github.com/mdeff/cnn_graph

set K to 16. For the pairwise node comparison strategy, we set the
number of histogram bins to 16. We use 4 fully connected layers
to reduce the dimension of the concatenated results from the NTN
module, from 32 to 16, 16 to 8, 8 to 4, and 4 to 1.

We conduct all the experiments on a single machine with an Intel
i7-6800K CPU and one Nvidia Titan GPU. As for training, we set the
batch size to 128, use the Adam algorithm for optimization [21], and
fix the initial learning rate to 0.001. We set the number of iterations
to 10000, and select the best model based on the lowest validation
loss.

4.5 Evaluation Metrics
The following metrics are used to evaluate all the models: Time. The
wall time needed for each model to compute the similarity score for
a pair of graphs is collected. Mean Squared Error (mse). The mean
squared error measures the average squared difference between the
computed similarities and the ground-truth similarities.

We also adopt the following metrics to evaluate the ranking re-
sults. Spearman’s Rank Correlation Coefficient (ρ) [39] and Kendall’s
Rank Correlation Coefficient (τ ) [20] measure howwell the predicted
ranking results match the true ranking results. Precision at k (p@k).
p@k is computed by taking the intersection of the predicted top k
results and the ground-truth top k results divided by k . Compared
with p@k , ρ and τ evaluates the global ranking results instead of
focusing on the top k results.

4.6 Results
4.6.1 Effectiveness. The effectiveness results on the three datasets

can be found in Table 2, 3, and 4. Our model, SimGNN, consistently
achieves the best or the second best performance on all metrics
across the three datasets. Within the neural network based methods,
SimGNN consistently achieves the best results on all metrics. This
suggests that our model can learn a good embedding function that
generalizes to unseen test graphs.

Beam achieves the best precisions at 10 on AIDS and LINUX. We
conjecture that it can be attributed to the imbalanced ground-truth
GED distributions. As seen in Fig. 4c, for AIDS, the training pairs
have GEDs mostly around 10, causing our model to train the very
similar pairs less frequently than the dissimilar ones. For LINUX,
the situation for SimGNN is better, since most GEDs concentrate in
the range of [0, 10], the gap between the precisions at 10 of Beam
and SimGNN become smaller.

https://github.com/mdeff/cnn_graph


Table 2: Results on AIDS.

Method mse(10−3) ρ τ p@10 p@20
Beam 12.090 0.609 0.463 0.481 0.493

Hungarian 25.296 0.510 0.378 0.360 0.392
VJ 29.157 0.517 0.383 0.310 0.345

SimpleMean 3.115 0.633 0.480 0.269 0.279
HierarchicalMean 3.046 0.681 0.629 0.246 0.340
HierarchicalMax 3.396 0.655 0.505 0.222 0.295

AttDegree 3.338 0.628 0.478 0.209 0.279
AttGlobalContext 1.472 0.813 0.653 0.376 0.473
AttLearnableGC 1.340 0.825 0.667 0.400 0.488

SimGNN 1.189 0.843 0.690 0.421 0.514

Table 3: Results on LINUX.

Method mse(10−3) ρ τ p@10 p@20
Beam 9.268 0.827 0.714 0.973 0.924

Hungarian 29.805 0.638 0.517 0.913 0.836
VJ 63.863 0.581 0.450 0.287 0.251

SimpleMean 16.950 0.020 0.016 0.432 0.465
HierarchicalMean 6.431 0.430 0.525 0.750 0.618
HierarchicalMax 6.575 0.879 0.740 0.551 0.575

AttDegree 8.064 0.742 0.609 0.427 0.460
AttGlobalContext 3.125 0.904 0.781 0.874 0.864
AttLearnableGC 2.055 0.916 0.804 0.903 0.887

SimGNN 1.509 0.939 0.830 0.942 0.933

Table 4: Results on IMDB. Beam,Hungarian, andVJ together
are used to determine the ground-truth results.

Method mse(10−3) ρ τ p@10 p@20
SimpleMean 3.749 0.774 0.644 0.547 0.588

HierarchicalMean 5.019 0.456 0.378 0.567 0.553
HierarchicalMax 6.993 0.455 0.354 0.572 0.570

AttDegree 2.144 0.828 0.695 0.700 0.695
AttGlobalContext 3.555 0.684 0.553 0.657 0.656
AttLearnableGC 1.455 0.835 0.700 0.732 0.742

SimGNN 1.264 0.878 0.770 0.759 0.777

It is noteworthy that among the neural network based models,
AttDegree achieves relatively good results on IMDB, but not on
AIDS or LINUX. It could be due to the unique ego-network struc-
tures commonly present in IMDB. As seen in Fig. 10, the high-degree
central node denotes the particular actor/actress himself/herself,
focusing on which could be a reasonable heuristic. In contrast,
AttLearnableGC adapts to the GED metric via a learnable global
context, and consistently performs better than AttDegree. Com-
bined with Strategy 2, SimGNN achieves even better performances.

Visualizations of the node attentions can be seen in Fig. 5. We
observe that the following kinds of nodes receive relatively higher
attention weights: hub nodes with large degrees, e.g. the “S” in (a)
and (b), nodes with labels that rarely occur in the dataset, e.g. the
“Ni” in (f), the “Pd” in (g), the “Br” in (h), nodes forming special
substructures, e.g. the two middle “C”s in (e), etc. These patterns
make intuitive sense, further confirming the effectiveness of the
proposed approach.

4.6.2 Efficiency. The efficiency comparison on the three datasets
is shown in Fig. 6. The neural network based models consistently
achieve the best results across all the three datasets. Specifically,
compared with the exact algorithm, A*, SimGNN is 2174 times faster
on AIDS, and 212 times faster on LINUX. The A* algorithm can-
not even be applied on large graphs, and in the case of IMDB, its
variant, Beam, is still 46 times slower than SimGNN. Moreover,

Figure 5: Visualizations of node attentions. The darker the
color, the larger the attention weight.

Figure 6: Runtime comparison.

the time measured for SimGNN includes the time for graph em-
bedding. As mentioned in Section 3.3, if graph embeddings are
pre-computed and stored, SimGNN would spend even less time. All
of these suggest that in practice, it is reasonable to use SimGNN as
a fast approach to graph similarity computation, which is especially
true for large graphs, as in IMDB, our computation time does not
increase much compared with AIDS and LINUX.

4.7 Parameter Sensitivity
We evaluate how the dimension of the graph-level embeddings and
the number of the histogram bins can affect the results. We report
the mean squared error on AIDS. As can be seen in Fig. 7a, the
performance becomes better if larger dimensions are used. This
makes intuitive sense, since larger embedding dimensions give the
model more capacity to represent graphs. In our Strategy 2, as
shown in Fig. 7b, the performance is relatively insensitive to the
number of histogram bins. This suggests that in practice, as long
as the histogram bins are not too few, relatively good performance
can be achieved.

4.8 Case Studies
We demonstrate three example queries, one from each dataset, in
Fig. 8, 9, and 10. In each demo, the top row depicts the query along
with the ground-truth ranking results, labeledwith their normalized
GEDs to the query; The bottom row shows the graphs returned by
our model, each with its rank shown at the top. SimGNN is able
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Figure 7: Mean squared error w.r.t. the number of dimen-
sions of graph-level embeddings, and the number of his-
togram bins.

Figure 8: A query case study onAIDS.Meanings of the colors
can be found in Fig. 4a.

Figure 9: A query case study on LINUX.

Figure 10: A query case study on IMDB.

to retrieve graphs similar to the query, e.g. in the case of LINUX
(Fig. 9), the top 6 results are the isomorphic graphs to the query.

5 RELATEDWORK
5.1 Network/Graph Embedding
Node-level embedding. Over the years, there are several cate-
gories of methods that have been proposed for learning node repre-
sentations, includingmatrix factorization basedmethods (NetMF [32]),
skip-gram basedmethods (DeepWalk [31], Node2Vec [12], LINE [40]),

autoencoder based methods (SDNE [43]), neighbor aggregation
based methods (GCN [7, 22], GraphSAGE [13]), etc.
Graph-level embedding. The most intuitive way to generate one
embedding per graph is to aggregate the node-level embeddings,
either by a simple average or some weighted average [8, 50], named
the “sum-based” approaches [14]. A more sophisticated way to
represent graphs can be achieved by viewing a graph as a hierarchi-
cal data structure and applying graph coarsening [7, 47]. Besides,
[19] aggregates sets of nodes via histograms, and [29] applies node
ordering on a graph to make it CNN suitable.
Attention mechanism on graphs. [24] uses an attention-guided
walk to find the most relevant parts for graph classification. As a
result, it only selects a fixed amount of nodes out of an entire graph,
which is too coarse for our task, graph similarity computation.
[41, 42] assign an attention weight to each neighbor of a node for
node-level tasks. We are among the first to apply the attention
mechanism for the task of graph similarity computation.
Graph neural network applications. A great amount of graph-
based applications have been tackled by neural network basedmeth-
ods, most of which are framed as node-level prediction tasks [27, 37].
However, once moving to the graph-level tasks, most existing works
deal with the classification of a single graph [7, 29, 47]. In this work,
we consider graph similarity computation for the first time.

5.2 Graph Similarity Computation
Graph distance/similarity metrics. The Graph Edit Distance
(GED) [3] can be considered as an extension of the String Edit Dis-
tance metric [25], which is defined as the minimum cost taken to
transform one graph to the other via a sequence graph edit opera-
tions. Another metric is the Maximum Common Subgraph (MCS),
which is equivalent to GED under a certain cost function [4]. Graph
kernels [11, 16, 30, 46] can be considered as a family of different
graph similarity metrics, used primarily for graph classification.
Pairwise GED computation algorithms. A flurry of approxi-
mate algorithms has been proposed to reduce the time complexity
with the sacrifice in accuracy [2, 6, 9, 28, 35]. We are aware of some
very recent work claiming their time complexity is O(n2) [2], but
their code is unstable at this stage for comparison.
Graph Similarity search. Computing GED is a primitive operator
in graph database analysis, and has been adopted in a series of works
on graph similarity search [26, 44, 48, 49, 51]. These studies focus on
database-level techniques to speed up the overall querying process
involving exact GED computations.

6 DISCUSSIONS AND FUTURE DIRECTIONS
There are several directions to go for the future work: (1) our model
can handle graphs with node types but cannot process edge features.
In chemistry, bonds of a chemical compound are usually labeled,
so it is useful to incorporate edge labels into our model; (2) it is
promising to explore different techniques to further boost the pre-
cisions at the top k results, which is not preserved well mainly due
to the skewed similarity distribution in the training dataset; and (3)
given the constraint that the exact GEDs for large graphs cannot
be computed, it would be interesting to see how the learned model
generalize to large graphs, which is trained only on the exact GEDs
between small graphs.



7 CONCLUSION
We are at the intersection of graph deep learning and graph search
problem, and taking the first step towards bridging the gap, by
tackling the core operation of graph similarity computation , via a
novel neural network based approach. The central idea is to learn
a neural network based function that is representation-invariant,
inductive, and adaptive to the specific similarity metric, which takes
any two graphs as input and outputs their similarity score. Our
model runs very fast compared to existing classic algorithms on
approximate Graph Edit Distance computation, and achieves very
competitive accuracy.
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